
LO, NLO, NNLO and resummed predictions

Eric Laenen

NIKHEF theory group
Kruislaan 409, 1098 SJ Amsterdam, The Netherlands

Abstract. I provide a cursory review of the status of perturbation theory at various orders for
observables measured at hadron colliders.

PERTURBATION THEORY

The many and varied tests of the Standard Model performed until now imply that any
new physics is hiding well behind the decimal point [1]. Except for neutrino oscillations,
no direct manifestation of new physics has appeared, so that, barring happy surprises,
our keys to new discoveries are likely to be precise theory-experiment comparisons for
suitable observables. High-luminosity hadron colliders such as the upgraded HERA and
Tevatron and in particular the LHC, now under construction, can provide the precise
measurements. Theorists must meet the challenge of providing the corresponding pre-
cise predictions. The tool for this is perturbation theory.

Perturbation theory allows the practitioner to parametrically increase the accuracy
of theoretical predictions, by computing ever higher orders. At hadron colliders such
efforts are done most profitably for QCD, because of the abundance of gluons and quarks
and because the coupling is relatively large. For QCD observables, perturbation theory
labels such NkLO, k = 0,1,2, . . . and “resummed” mark the accuracy achieved by the
practitioner.

Besides providing accurarcy, also the ability of perturbation theory to instruct should
be kept in mind. If a finite order calculation works, in the sense that it behaves well
as a perturbation series, and describes the data, we can claim we have understood
something. Conversely, if the finite order calculations fail on both counts, then the
way they fail (e.g. at large tranverse momentum of an observed particle) might point
toward understanding (a need for resumming large tranverse momentum logarithms).
Therefore, both verification and falsification are principles to hold dear in this endeavour.
This is illustrated by the tale of the bottom quark transverse momentum spectrum as
measured at the Tevatron. Cutting a long story [2, 3] short, it was shown [4, 5] that
the problems that next-to-leading order theory had in describing the Tevatron data were
actually symptoms of an improper use of perturbation in describing final state dynamics:
an accurate resummation of FS radiation logs [6, 4], together with the consistent use in
perturbation theory of the fragmentation function D(z) [7] describing the transition from
b-quark to B-meson removes most of the discrepancy.
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Best suited for comparisons between theory and experiment are fully differential cross
sections

d3n σ
d3 p1 . . .d3 pn

, 2 → n scattering .

The reason is that such cross sections allow numerical and thus flexible integration over
regions of phase space where a particulcar experiment has acceptance. This leads to
fairer comparisons, and almost always less theoretical uncertainty since more peripheral
parts of phase space, where perturbation usually converges less well, are excluded from
contributing. Moreover, different observables may be generated from such cross sections
by selective integration over different variables (pT ,y, . . .). E.g. from the fully differential
cross section for the process pp → B + jet + X one may generate the observable

∫ pB
T,max

pB
T,min

d2 pB−meson
T

∫ ymax

ymin

dy jet
∫ p jet

T,max

p jet
T,min

dp jet
T

d4σ
dy jet d2 pB

T dp jet
T

.

The observable cross sections form the arena where experiment and quantum field theory
are confronted. Their building blocks, computed in perturbative theory, are the scattering
amplitudes M from which the cross section is calculated according to

σ =
1

2s ∑
si,ci

∫ d3 p1

2E1
. . .

d3 pm

2Em
δ (4)(q1 +q2 −∑

i
pi) |M(q1,q2, pi,si,µ,g(µ))|2 (1)

where q1,q2 are the initial state momenta and pi,si,ci are the final state momenta, spins
and colors respectively. The coupling g(µ) runs as a function of the renormalization
scale µ . The main trends in the last few decades in such calculations involved pro-
gressing from computing |M|2 analytically to higher orders in g2, for ever higher n, to
computing M analytically, at fixed si so that the square and spin sum of M can be done
by computer; from analytical to numerical phase space integrations; and most recently
to interface such calculations with Monte Carlo generators at higher n and higner orders.
These trends have led to impressive progress in accuracy for the theoretical description
of hadron collider observables.

LO, NLO, NNLO

Assessments of how well these approximations compare with data, and what their con-
vergence properties are must be made on a case by case basis. The sheer amount of
important observables prevents me from doing a thorough survey of such assessments.
Therefore I will only discuss these approximations briefly, mention some of their ad-
vantages and disadvantages, and indicate where the current challenges in each of them
lie.
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LO

To begin, we review some basic concepts involved in finite order calculations. In
general, the perturbative expansion for an amplitude reads

M(g) = gkM0 +gk+1M1 +gk+2M2 + . . .

corresponding to the selection of diagrams in Fig. 1. Taking the square (α = g2) gives

g

g

g

g

gk gk gk

FIGURE 1. Perturbative expansion of amplitude

the series in Eq. (2).

|M(. . .g)|2 = αk|M0|2
︸ ︷︷ ︸

LO

+αk+1
[

|M1|2 +(M†
2M0 +M†

0 M2

]

︸ ︷︷ ︸

NLO

+ . . . (2)

What constitutes the LO and NLO approximations is schematically indicated. The LO
description for an observable is defined by the condition that M0 should produce the
desired final state precisely, with no extra radiation, and with a minimal number of
interactions.

The LO approximation has some pleasant properties. Being an absolute square, it
is guaranteed to be positive. It is also finite, since all external momenta in M0(ki, pi)
are fixed and different so that no propagator diverges. Consequently, LO cross sections
have a straightforward interpretation as a scattering probability. Less pleasantly, their
only µ dependence is in α(µ) with no compensating term elsewhere in the expressions,
so that, essentially, LO cross sections are unnormalized. As a consequence, the LO
approximation is hard to falsify as far as the size of a signal is concerned. Falsification,
indicating the need to go beyond the LO approximation, is best done for the shape of a
signal, for which LO kinematics is often too constraining.

The present frontier in LO calculations lies with processes producing many particles
and jets. Parton shower Monte Carlo programs based on 2 → 2 kinematics will of course
produce such events, but will fail to describe their characteristics fully because they
lack all the relevant matrix elements. LO descriptions of cross sections are relatively
“simple”, they have the property of crossing symmetry, which helps reduce calculational
effort. However, calculations of matrix elements for high particle/jet number production
are still very hard. Momentum integrals, and even spin and color sums require clever
strategies to perform them. Important recent progress has been achieved in matching the
parton shower description to the matrix element description [8].

Another interesting recent innovation in this regard concerns the development of a
new calculational method [9, 10], in which amplitudes are computed using maximal
helicity violating subamplitudes [11] as building blocks.
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The simplicity of the LO approximation allows a high level of automation in its
use, via Monte Carlo programs. Among these are Feynman diagram based codes such
as MadGraph/MadEvent [12, 13], Grace [14] and CompHEP [15]. There are also ap-
proaches that use efficient recursion relations rather than Feynman diagrams [16, 17],
AlpGEN[18] and similar approaches [19]. For more information on the above approaces
the interested reader might wish to consult the Les Houches guidebook to Monte Carlo
generators [20].

NLO

We next describe some general characteristics of the NLO approximation for a par-
tonic collisions. Consider quark annihilation into an off-shell photon of mass m (the
Drell-Yan process). The three components of the NLO approximation, Born, virtual and
real, are depicted in Fig. 2, where also some kinematic variables are defined. Notice that

B V

q2

p p

k

p
R

q1 q1 q1

q2 q2

s = (q1 + q2)
2, p2 = m2, w ≡

s−m2

s

FIGURE 2. Born, virtual and real contributions to NLO cross section.

for the Born term and the virtual correction term w = 0. For the real emission term we
have w = 2(q1 + q2) · k/s > 0. A parton-level computation in 4− ε dimensions yields,
schematically

dσB(m2,w)

dw
= FB(m2)δ (w)

dσV (m2,w)

dw
= α

(−A
ε2 FB(m2)+FV (m2)

)

δ (w) ,

dσR(m2,w)

dw
= α

(−1
ε

K(w)

w1+ε FB(m2)+FR(m2,w)

)

, K(0) = A .

The NLO approximation requires us to combine all three results. To this end, for this
simple case, we use the identity

1
w1+ε = −1

ε
δ (w)+

1
w+

− ε
(

lnw
w

)

+

+ . . .

where on the right hand side we have used so-called plus distributions. They are well-
behaved when integrated against smooth functions such as parton distribution functions.
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Substituting this identity yields

dσB(m2,w)

dw
= FB(m2)δ (w)

dσV (m2,w)

dw
= α

(−A
ε2 FB(m2)+FV (m2)

)

δ (w) ,

dσR(m2,w)

dw
= α

( A
ε2 FB(m2)δ (w)− 1

ε
K(w)

w+
FB(m2)

+K(w)

(
lnw
w

)

+

FB(m2)+FR(m2,w)
)

.

We notice that the double poles in ε cancel, but that possibly annoying double logs have
appeared in the last line (which is relevant for resummation, see below). The remaining
1/ε term can be absorbed via redefinition by the parton distributions functions (PDF’s).
As a result the 1/ε is effectively replaced by ln(µ/m) in dσR. Then we have

dσNLO(m2,w)

dw
= FB(m2)δ (w)+α

(

ln
( µ

m

) K(w)

w+

FB(m2)+

K(w)

(
lnw
w

)

+

FB(m2)+FV (m2)δ (w)+FR(m2,w)

)

.

This was a simple case. Although conceptually the same, if the final state has many
external lines the story is technically more complicated. How can the 1/ε terms cancel
while keep all external lines fixed? To illustrate some common approaches, we consider
the integral over w:

dσ = FB(m2)+α
(−A

ε2 FB(m2)+FV (m2)+

∫ wmax

0
dw

[−1
ε

K(w)

w1+ε FB(m2)+FR(m2,w)

])

One well-known way the singularities can be cancelled is called phase space slicing
[21, 22, 23, 24, 25, 26]. For small δ one may slice up the phase space volume for w
near w = 0 in order to isolate the poles from the radiative contribution and cancel them
against those from the virtual contribution:

∫ wmax

0
dw

K(w)

w1+ε =

∫ δ

0
dw

K(0)

w1+ε
︸ ︷︷ ︸

analytical

+

∫ wmax

δ
dw

K(w)

w
︸ ︷︷ ︸

numerical

= A

(−1
ε

+ lnδ − ε ln2 δ
)

+

∫ wmax

δ
dw

K(0)

w

The integral over w may now be carried out numerically, and thus flexibly. The constraint
that δ is small may in fact be lifted [27, 28]. Mass factorization amounts again to replace
the remaining 1/ε singularity with lnµ/m.
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In the subtraction method [29, 30, 31], rather than slice up the w phase space, one
attempts to find a clever K̃(w) such that:

K(w)− K̃(w)
w→0→ cw ,

but also
∫ wmax

0
dw

K̃(w)

w1+ε =
−A
ε

,

so that

dσ = FB(m2)+α
(

FV (m2)+
∫ wmax

0
dw

[(−1
ε

)
K(w)− K̃(w)

w
FB(m2)+FR(m2,w)

])

. (3)

Mass factorization operates as before. The parton level results, once they are made finite,
must be convoluted with PDF’s

dσH = Φ(µ)⊗dσ(µ/m,α(µ))

here expressed via the parton flux Φ. We remark that while in the partonic NLO cross
section the scale dependence is present through NLO, in the parton flux Φ(µ) as well
as in α(µ), the µ dependence is usually present to all orders, so that scale dependence
remains, at orders beyond the approximation used.

To assess the value of doing a NLO calculation for observable O, let us examine its
general structure.

ONLO = αk(µ)A+αk+1(µ)
[

B+ kb2 ln
µ
m

A
]

+ . . .

This structure suggests the first benefit: that the observable’s normalization is better
understood, since the scale uncertainty is reduced by explicitly scale dependent terms
at order αk+1. The second benefit is that because extra radiation is allowed beyond the
minimal final state, a better modeling of the latter is achieved. Less welcome might be
that cross sections, in certain regions of phase space, can become negative, since the
matrix element is no longer an absolute square, see Eq. (2). Since this implies that the
corrections are larger than the Born term, this can again point to the need to go beyond
the NLO approximation.

The present NLO frontier lies in varied terrain. The most difficult to traverse involves
increasing the number of external particles (≥ 6). Here loop diagrams are the main
bottleneck [32, 33, 34]. Right behind the frontier, valuable settlement efforts are creating
a consistent collection of NLO codes for many important signals and their backgrounds
(e.g. MCFM project [35]). Other patches of difficult terrain are associated with processes
that require the practictioner to take into account extra factorization conditions. For
example, relatively few [36, 37] NLO calculations have been done for quarkonium
production cross sections, done in the factorized context of NRQCD [38]. Another
example is formed by various variable flavor number schemes calculations [39, 40, 41,
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42, 43] done in the context of factorizations with heavy quarks in the initial state [44],
relevant for processes producing heavy quarks at high energy.

Other important progress has been made [45, 46, 47] in the consistent matching
of NLO calculations to parton shower Monte Carlo’s. The combinations combine the
benefits (and of course some of the drawbacks) of both approaches, and will be of great
value to Tevatron and LHC analyses.

NNLO

The calculation of hadron-collider scattering observables in NNLO approximation is
fiendishly difficult. To explain why this goal is nevertheless being pursued vigorously, I
quote an example by Glover. Consider [48] the transverse single-jet energy distribution
in p p̄ collisions. Its structure at NNLO is

dσ
dET

= α2
s (µ)A2 +α3

s (µ)

[

A3 +2b2A2 ln

(
µ

ET

)]

+ α4
s (µ)

[

A4 +3b2 ln

(
µ

ET

)

A3 +(3b2
2 ln2

(
µ

ET

)

+2b3 ln

(
µ

ET

)

A2

]

,

where the coefficients A2,A3 are known, A4 is still unknown. Even without knowing

1 2 3 4 5

µ / ET

0

0.2

0.4

0.6
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dσ
/d

E
_T

at
E

_T
=

10
0

G
eV
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"NNLO"
"NNLO"+
"NNLO"−

FIGURE 3. Scale (µR = µ) dependence of the LO (green), NLO (blue) and 3 NNLO (red) approxima-
tions to the single jet inclusive distribution at the Tevatron.

A4 it is clear from Fig. 3 that the scale uncertainty of the cross section is significantly
reduced, allowing a much more accurate and thereby fruitful confrontation with data.
A4’s value is of course important to know the actual size of the distributions.

So far, NNLO calculations for hadron colliders are done for some important inclusive
2 → 1 processes, such as Drell-Yan (q q̄ → γ∗,W,Z) [49, 50], polarized Drell-Yan (rele-
vant for the RHIC collider) [51], the deep-inelastic structure functions [52, 53, 54, 55],
and Higgs production in gg fusion [56, 57, 58]. Recently also related differential cross
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sections have been determined to NNLO [59, 60]. A missing ingredient to all these re-
sults was a complete set of NNLO PDF’s, the construction of which requires the NNLO
evolution kernels, which in turn require knowing the corresponding anomalous dimen-
sions γ(N) (related to the QCD splitting functions P(z) via γ(N) =−

∫ 1
0 dzP(z)) to three

loops:
d lnφ(N,µ)

d lnµ
= αs(µ)γ1(N)+α2

s (µ)γ2(N)+α3
s (µ)γ3(N) (4)

Moreover, the NNLO anomalous dimensions are required for factorization scheme in-
variance of the calculation.

In a landmark achievement, the computation of the three-loop splitting functions has
been recently completed [61, 62], providing the key to fully NNLO observables. The
calculation involved about 10,000 Feynman diagrams and very intensive use of, and
extensions to the computer algebra program FORM [63]. With this much complexity, it
was of vital importance that the method used allowed checks on a per diagram basis with
earlier calculations [64, 65, 66] for a number of fixed moments, done with an entirely
different method. The results shown in Fig. 4 indicate that we now know the size of the
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FIGURE 4. Convergence of NNLO approximation for splitting functions.

anomalous dimensions to sufficient precision.
Another universal ingredient of the NNLO approximation, the (three-loop) QCD β -

function, has been known for some time [67, 68]. With the anomalous dimensions,
β -function and key processes now known to NNLO, constructions of NNLO PDF’s
are possible using global analysis involving NNLO DY and DIS calculations. There
is one other necessary ingredient: the perturbative matching conditions on the flavor
thresholds. Fortunately, these are also known to NNLO [69]. In the MS scheme these
conditions imply that parton densities are discontinuous across thresholds, an effect that
also seen for the running coupling at NNLO in this scheme [70, 64, 71]. The frontier in
NNLO calculations lies now with 2 → 2 processes. A global, heroic effort is ongoing to
determine the required ingredients (two-loop 2 → 2, one-loop 2 → 3, tree-level 2 → 4)
and understand their infrared structure, in order to construct a workable substraction
method. Although the many important contributions to this effort are too numerous to
cite in this cursory review, the breakthrough that jump-started this effort, the calculation
of two-loop box scalar integrals [72, 73], should be mentioned:
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NNNLO

There are even a few NNNLO quantities for hadron colliders observables known ex-
actly, the NNNLO QCD β -function [74] already for some time. Recently, the NNLO co-
efficient functions for FL have been computed [75], leading us to anticipate the NNNLO
coefficient functions for F2 in the near future.

RESUMMATION

“Resummation” is shorthand for all-order summation of classes of potentially large
terms in perturbation theory. To get an impression of what resummation is and does,
consider dσ , a quantity with the schematic perturbative expansion

dσ = 1+αs(L
2 +L+1)+α2

s (L4 +L3 +L2 +L+1)+ . . . (5)

where αs is the coupling, also serving as expansion parameter and L is some logarithm
that is potentially large. In our discussion we focus on gauge theories, and on the case
with at most two extra powers of L per order, as Eq. (5) illustrates. An extra order
corresponds to an extra emission of a gauge boson, the two (“Sudakov”) logs resulting
from the situation where the emission is simultaneously soft and collinear to the parent
particle direction.

Denoting L = lnA, one might ask what A is. In fact, A depends on the quantity dσ .
For example, for a thrust (T ) distribution A = 1−T , while for dσ(p p̄ → Z +X)/dpZT at
small pZ

T , A = MZ/pZ
T . In this case, the observed Z boson transverse momentum results

from recoil against unobserved parton emissions, It should be pointed out already here
that A is not necessarily constructed out of measured variables but can also be a function
of unobservable partonic momenta to be integrated over. E.g. for inclusive heavy quark
production A could be 1−4m2/x1x2S in hadron collisions with energy

√
S, where x1,x2

are partonic momentum fractions. Near threshold is L numerically large, endangering
the behaviour of the series (5).

In these cases, when L is large, the terms containing L can often be “resummed” to
all orders, i.e., organized into a form whose expansions reproduces the terms in Eq. (5).
The gathering of the problematic terms into an analytic form might provide a remedy to
the bad perturbative behavior, and thereby extend perturbation theory’s predictive power
to situations in which its validity at first might seem problematic.

Such resummations are usually further specified by the type of logarithm that is re-
summed. Referring to the above, one talks of recoil resummation, or threshold resum-
mation, or even joint (recoil and threshold) resummation.

The resummed form of dσ may be written schematically as

dσres = C(αs) exp
[
Lg1(αsL)+g2(αsL)+αsg3(αsL)+ . . .

]
+R(αs) (6)

where g1,2,... are computable functions. The series C(αs) multiplies the exponential, and
R(αs) denotes the remainder.

We can make some remarks about Eq. (6). First, the residual series C(αs),R(αs) are
without logs, and therefore (presumably) better-behaved. The dependence on the loga-
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rithm has moved into the exponent, which is now a series in αs, and under better control.
This is the main merit of resummation. The formula also has a certain predictivity, in
the sense that the one-loop leading logarithmic term, after exponentiation, predicts the
leading logarithmic terms at all orders, and so forth for subleading terms. Second, the
exponential in the resummed form reflects, in a sense, the Poisson statistics of indepen-
dent gauge boson emissions. Third, to implement energy or momentum conservation in
a convenient way, the L in (6) is often not the logarithm of a (observed or unobserved)
momentum space variable (say, pT ), but rather of a conjugate variable (impact param-
eter b) resulting from a Fourier or other integral transform. An expression like (6) may
then be evaluated numerically and used phenomenologically, after an appropriate inverse
transform, but it should be mentioned that this is not always an unambiguous procedure,
in particular for QCD: the all-order resummation can introduce severely singular in-
frared behaviour into dσres that is not present in finite order approximations. Therefore,
a resummed result must, in such cases, be specified together with a prescription how
to handle this singular behaviour numerically. Although a nuisance in this sense, such
ambiguities can in fact be interesting in themselves because they take the form of power
corrections. The study of such ambiguities thereby provides access to these important
and insufficiently studied corrections.

To illustrate this point, consider threshold resummation. It begins with defining a
threshold (elastic limit), w = 0. The threshold depends on the observable, e.g. for heavy
quark production, for the inclusive cross section one can use w = s − 4m2 = 0, for
pT distribution one can use w = s− 4(m2 + p2

T ) = 0, and for the double-differential
distribution w = s+t +u−2m2 = 0. The large logarithm to resum is lnw. To resum ln(w)
effects, it is best to first pass to a conjugate space via a Laplace (or Mellin) transform
∫

0 dwexp(−wN). Notice that the limit w → 0 corresponds to N → ∞. The large log is
then, in conjugate space, lnN. After resummation, one must undo the transform via

∫

C
dN exp(wN) f (N) (7)

with C an appropiately chosen contour, such as indicated in Fig. 5. A choice for handling

�
� �

�

�

FIGURE 5. Contour for inverse Laplace or Mellin transform
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the singular behavior mentioned above can be translated into the choice for the contour
in Fig. 5.

As we have seen, specifying the theoretical accuracy for a perturbative series such as
Eq. (5) involves stating whether only (leading order (LO)) the lowest order term has been
kept, or in addition (next-to-leading order (NLO)) the � (αs) term, etc. The analogue for
the resummed form (6) involves stating whether only g1 is kept (leading logarithmic
(LL) approximation), or in addition g2 (next-to-leading logarithmic (NLL)) is kept, etc.
Note that an increase in the logarithmic accuracy must go along with the inclusion,
without double counting, of more terms in the C(αs) series. This procedure is called
matching. Just as one may parametrically and systematically increase the accuracy of
the perturbative approximation (5) by including ever higher order terms, one may do
so for the resummed expression by including ever more terms in the exponent, together
with appropriate matching.

The benefits of resummation are (i) enhancement of predictive power, (ii) an increase
in theoretical accuracy (e.g. reduction of scale uncertainty), and (iii) guidance from QCD
resummation ambiguites toward non-perturbative effects. Present trends strive to (i)
increase accuracy by including higher order terms in exponent, and match accordingly
(ii) extend resummation to more-differential cross sections, and new classes of terms
(other logs, constants..), and (iii) further develop resummation as a precise and practical
tool in phenomenology.

Threshold, recoil and joint resummation

To appreciate the results discussed in what follows, I provide, for illustrative purposes
and without derivation, the general forms for the threshold, recoil and joint-resummed
cross sections for the Drell-Yan process, in which a vector boson of mass Q, in the latter
two cases also at fixed transverse momentum QT , is produced.

The threshold-resummed Drell-Yan cross section, mass factorized in the MS scheme,
takes the following general form [76, 77]

dσaā

dQ2 (Q,z) = H(Q)
∫

dN
2π i

z−N × (8)

exp





1∫

0

dw
w

(
e−Nw −1

)
w∫

1

dλ
λ

Aaā(αs(λQ))+Daā(αs(wQ))



+Yaā,th ,

expressed as an inverse transform with an appropiate contour for the N integral. The
functions A and D depend on αs only, with A controlling leading and some subleading
logarithms, and D the remaining subleading logarithms. The function Y is analogous to
R in Eq. (6).

The recoil-resummed partonic cross section for electroweak boson production in
hadronic collisions, takes the form of an inverse transform over the impact parameter
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b [78, 79, 80]

dσab

dQ2 d2QT
(Q,QT) = Hcd(Q)

∫
d2b

(2π)2 eiQT·b(Q)Cc/a(b)⊗Cd/b(b)⊗

exp

[

−
∫ Q

1/b
(dq/q)A(αs(q)) ln(Q/q)+B(αs(q))

]

+Yab,rec . (9)

The convolution is in collinear momentum fractions. The large logarithm that is re-
summed here is lnb. Notice the Sudakov suppression in the exponential at large b, which
will appear in various figures below as a suppression of the cross section at very small
QT . Note also that carrying out the inverse b transform requires a choice how to handle
the large b part of the integral, as mentioned in the introduction. A number of popu-
lar choices for such non-perturbative input have emerged over the years. For the precise
form of the resummed cross section used for each recoil-resummation study discussed in
the following sections, as well as the choice of non-perturbative input, one should con-
sult the relevant reference. E.g. a number of studies use a form similar to (9) expressed
in momentum space [81], not requiring an inverse b transform.

Finally, the joint-resummed expression for electroweak production may be written,
equally schematically, as [82, 83]

dσaā

dQ2 d2QT
(Q,QT,z) = H(Q)

∫
dN
2π i

z−N
∫

d2b
(2π)2 eiQT·b

×C̃a(N,b,Q,µ)eEaā(N,b,Q,µ)C̃ā(N,b,Q,µ)+Yaā, joint . (10)

Notice the combined N and b dependence in the various functions. This formalism
resums lnN and lnb logarithms simultaneously. In the limit of small N or large b the
function C̃ reduces to C, at least up to a certain accuracy.

Let us make a few general obserbation about threshold resummation that illustrate
where it often leads to cross section enhancements, where recoil resummation led to
suppression. In N space Sudakov suppression takes the form

lim
N→∞

σH(N) ∼ exp(− ln2 N) . (11)

This is indeed true for the hadronic cross section σH , but recall that we are resumming
the corrections to the partonic cross section, which is the ratio of the hadronic section
and the squared parton distribution function

σ(N) =
σH(N)

φ 2(N)
. (12)

The parton distribution themselves are also Sudakov suppressed: φ(N) ∼ exp(− ln2 N),
so that

lim
N→∞

σ̂(N) ∼ exp(+ ln2 N) . (13)

In words: parton distributions are too stingy with gluon radiation, from including too
many virtual gluons, so that in the ratio (12) the net effect is enhancing. Note however
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that jets produced at the hard scattering are also Sudakov suppressed near threshold. A
sufficiently strong suppression from such final state jets can overcome the enhancement
from initial state jets.

In joint resummation threshold enhancement and recoil suppression compete for
dominance and the net effect can depend on the kinematics.

Having formed an impression of the concepts and some of the technicalities behind
resummation, let us next turn to various studies involving the resummations mentioned.
Since this review merely touches upon the key points of these studies, is certainly not
exhaustive in discussing all their merits, nor in listing all relevant literature, I refer the
interested reader to the original papers and references therein for more details.

Threshold resummation in Drell-Yan

The Drell-Yan process has a distinguished history as the theoretical laboratory for test-
ing QCD resummation ideas [76, 77]. The present level of accuracy in threshold resum-
mation is NNLL [84], achieved by matching to the NNLO calculations of Refs. [49, 50].

The most accurate studies of threshold resummation for Drell-Yan are performed in
Ref. [84]. Representing the partonic resummed cross section in moment space one finds

σDY (N,Q2) = H(Q) exp [GDY (N,Q)] (14)
GDY = 2lnNg1(2λ )+g2(2λ )+αsg3(2λ )+ . . . (15)

λ = β0αs lnN . (16)

Here

g1(λ ) =
CF

β0λ
[λ +(1−λ ) ln(1−λ )] . (17)

Results are shown in Fig. 6 for the convergence properties when increasing the logarith-
mic accurcay of the exponent, and of the hadronic K factor.

0

2

4

6

0 5 10 15 20
N

GN
DY

LL

NLL

NNLL

αs = 0.2,  Nf = 4

x

(exp GDY ⊗
 f ⊗ f ) / (f ⊗ f)

xf = x0.5 (1−x)3

0

2

4

6

8

10

12

0.1 0.2 0.3 0.4 0.5 0.6

FIGURE 6. Convergence behavior of Drell-Yan partonic and hadronic cross section.

One observes good convergence as the logarithmic accuracy of the resummation is
increased. For the inverse Mellin transform, required to compute the hadronic cross
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section in momentum space, the minimal prescription [85] was used: the contour in
Fig. 5 is chosen such that the intercept C is to the left of the singularity at λ = 1/2 in
Eq. (17).

Threshold resummation in Higgs production

Although the Higgs boson is not (yet) discovered, the QCD corrections to its inclusive
production cross section have received a large amount of attention in recent years,
making it now perhaps the most accurately computed cross section in QCD.

The NLO calculations, after having been done first in the heavy mt limit [86, 87]
were carried out with full mt dependence in Ref. [88]. The large size of the corrections
prompted a study [89] involving partial NLL threshold resummation for the Higgs
cross section, which also showed that heavy mt limit is in fact valid for mH � mt .
Threshold resummation is relevant even for light Higgs at the LHC, because the gluon
flux distribution will produce Higgs mostly near partonic threshold. This study also
noticed the importance of lni N/N terms, of purely collinear origin.

Its exact corrections have now been computed, in the large mt limit, to NNLO by
various groups [57, 56, 58]. The threshold-resummed cross section is similar in form to
Eq. (14), and all functions g1,2,3 are known [90]. In Ref. [90] the full NNLL threshold-

resummed Higgs cross section, matched carefully to NNLO, and including the lni N/N
terms was constructed and uncertainties estimated. Results are shown in Fig. 7 for the K
factor, defined with respect to the LO cross section at a fixed scale. The resummed cross

FIGURE 7. K-factor for Higgs production at the LHC at various orders

section has smaller scale uncertainty than the fixed order one, as indeed should happen
generically [91]. The NNLO corrections and the threshold resummation together show
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that the perturbative series for the Higgs production cross section is considerably better-
behaved that at first feared.

Recoil resummation in Higgs production

Recoil resummation attempts to predict the shape of the Higgs boson transverse
momentum spectrum. A number of studies [46, 47, 92, 93, 82, 94, 95] have now been
performed for this observable. In the 2003 Les Houches workshop [96] a comparison
was made between the various calculations, including in the comparison the spectra as
produced by PYTHIA [97] and HERWIG [98]. The results of the various studies are
shown in Fig. 8. We see that the analytic resummations, the most accurate (NNLL) one
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FIGURE 8. Predictions for the production of a 125 GeV Higgs boson at the LHC, all normalized to the
same cross section.

of which is that of [93], followed by that of [99], are quite consistent with eachother.
Also the shape from HERWIG’s prediction is consistent with the analytic shapes, while
that of PYTHIA is considerably softer. For a more complete discussion see the relevant
contributions in Ref. [96].

All curves for the analytic resummations are based on versions of the recoil-resummed
formula (9), except the one labelled Kulesza et al, which is based on the joint resumma-
tion formula Eq. (10). The joint-resummed shape is slightly softer that the recoil shapes.
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Joint resummation for W and Z production

These same authors [83] also derived the recoil spectrum using joint resummation for
the W and Z bosons at the Tevatron, performing not only the N and but also the b integral
with minimal prescription [100], vitiating the need for any non-perturbative input. As
the dash-dotted line in Fig. 9 shows, the result is in strikingly good agreement with CDF
(and D0) data. The agreement is even slightly improved by nevertheless including a

66 < Q < 116 GeV

CDF

FIGURE 9. Recoil spectrum from joint resummation for W,Z production at the Tevatron

small non-perturbative component (solid line).

Threshold resummation in heavy quark production

An observable based on 2 → 2 kinematics for which threshold resummation has been
studied extensively is the inclusive top quark cross section at the Tevatron. For threshold
resummation of this observable it is sufficient to define threshold as s = 4m2, with m the
top mass, although other choices are possible as well. The NLL form of the resummed
cross section can again be written as an inverse Laplace transform

σi j(w) =
∫

C
dN exp(wN)exp

[
lnNg1(αs lnN)+g2(αs lnN)

]

where i j stands for either the q q̄ production subprocess (dominant at the Tevatron),
or the gg production subprocess. While earlier studies [101, 102, 85] gave progres-
sive understanding about how to threshold-resum this observable, the lack of proper
understanding of the soft radiation, included in g2, prevented reaching NLL accuracy. In
Refs. [103, 104] it was shown that the resummation of the soft function and the effects of
coherent soft gluon emission from multiple underlying color antennas it contained could
be controlled by renormalization group and anomalous dimensions for special compos-
ite operators constructed out of Wilson lines. For the inclusive NLL threshold-resummed
top quark cross section this was implemented in Ref. [105] and applied in a recent study
providing the best estimates for size and uncertainties of the top quark production cross
section [106].
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At this point we can mention another use of resummed formulae: providing a con-
trolled estimate of uncalculated higher orders by expansion. We consider the threshold-
resummed double-differential cross section for top quark pair production, which requires
the threshold s + t + u = 0. Using the formalism of Ref. [107], the result has the form
[108]

d2σi j(w,A,B)

dAdB
=

∫

C
dN exp(wN)×

exp
[
lnNg1(αs lnN,A,B)+g2(αs lnN,A,B)

]
(18)

with A,B define either in single-particle inclusive kinematics (A,B) = (t,u), or in pair
invariant mass kinematics (A,B) = (Mtt̄ ,cosθ) with θ the c.m. scattering angle. The
estimate now proceeds in the following straightforward way: (i) expand to NLO and
NNLO with appropiate matching, (ii) use NLO to judge the quality of the NNLO
estimate. The result is a set of formulae for all NNLO corrections of order α 2

s lni w
with i = 4,3,2. These formulae have been used to estimate NNLO corrections to the
inclusive cross section [108] (after integration over A,B) for both top quark production at
the Tevatron and b quark production for the HERA-B experiment, as well as differential
cross sections [109]. Even though these are only estimates, they contain enough higher
order information for a significant reduction of scale dependence.

Some recent developments

We finally turn some to a few recent developments in the methodology of resumma-
tion. Here we discuss the extension of the class of terms that can be resummed from
logarithms to constants, as represent by the terms labelled “1” in Eq. (4). The resum-
mations of such terms, once put on a theoretically sound basis, could have significant
phenomenological consequences Ref. [89].

The first evidence that the dominant non-logarithmic perturbative contributions could
be exponentiated goes back to [110], where it was shown that the partonic Drell-
Yan cross section in the DIS factorization scheme contains the ratio of the timelike
to the spacelike Sudakov form factor: large perturbative contributions are left over
in the exponentiated form of this ratio after the cancellation of IR divergences. This
observation was made more precise in Ref. [76]. There, the resummation of threshold
logarithms for the Drell-Yan process was proven to all logarithmic orders, making use
of refactorization: the Mellin transform of the cross section is expressed near threshold,
approached by letting the Mellin variable N grow very large, as a product of functions,
each organizing a class of infrared and collinear enhancements; the refactorization
is valid up to corrections which are suppressed by powers of N at large N, so that
terms independent of N (constants) can also be treated by the methods used to resum
logarithms of N. In Ref. [111] the results of Refs. [76, 112] were exploited to show that
for processes which are electroweak at tree level the exponentation of N-independent
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terms is in fact complete. In the MS scheme e.g. one finds

σ
MS

(N) =

∣
∣
∣
∣

Γ(Q2,ε)

Γ(−Q2,ε)

∣
∣
∣
∣

2 (
Γ(−Q2,ε)

φv(Q2,ε)

)2

exp
[ �

MS
(αs)

]

exp

[
∫ 1

0
dz

zN−1 −1
1− z

×
{

2
∫ (1−z)2Q2

Q2

dξ 2

ξ 2 A
(
αs(ξ 2)

)
+D

(
αs

(
(1− z)2Q2))

}]

. (19)

All the functions appearing in Eq. (19) are in fact pure exponentials and can be explicitly
evaluated at two loops by matching with the complete two-loop calculation of Ref. [50].
The refactorization analysis at the level of constants offers however an alternative, and
often simpler method to determine the two-loop coefficients in these expressions by
using the fact that real and virtual contributions in the factorized expressions can be
made separately finite.

It should be pointed out that the exponentiation of N–independent terms does not
have the predictive power of the standard resummation of threshold logarithms. In that
case, typically, an entire tower of logarithms can be exactly predicted to all orders by
performing just a low order calculation. Here, on the other hand, functions such as

�

MS
receive new nontrivial contribution at each perturbative order. The exponentiation pat-
tern is nonetheless nontrivial, new equations emerge, and higher order terms predicted
by the exponentiation can be considered representative of the size of the complete
higher order correction [111].

A novel approach to resummation is one that removes the theorist from the game
[113], an approach at present mostly directed at the resummation of event shape vari-
ables. Event shapes and jet resolution parameters (final-state ‘observables’) measure the
extent to which the energy-flow of the final state departs from that of a Born event.
Their study has been fundamental for measurements of the strong coupling [114, 115]
as well as the QCD colour factors [116]; final states also provide valuable information on
the yet poorly understood transition from parton to hadron level (see [117] for a recent
review). In the region where an observable’s value v (e.g. 1−T , where T is the trans-
verse thrust in hadron colliders) is small, one should resum logarithmically enhanced
contributions that arise at all orders in the perturbative series. For a number of observ-
ables such a resummation has been carried out manually at next-to-leading logarithmic
(NLL) accuracy [118]. But achieving NLL accuracy requires a detailed analysis of the
observable’s properties, and is often technically involved. Recently a new approach was
proposed [113] based on a general NLL resummed master formula valid for a large class
of final-state observables

Under not-overly restrictive conditions, the NLL resummation for the observable’s
distribution (the probability Σ(v) that the observable’s value is less than v) for a fixed
Born configuration is given by the ‘master’ formula [113]:

Σ(v) = e−R(v)
�

(R′(v)) , R′(v) = −v
dR(v)

dv
. (20)

The function R(v) is a Sudakov exponent that contains all leading (double) logarithms
and all NLL (single-log) terms that can be taken into account by exponentiating the
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contribution to Σ(v) from a single emission. This function depend on a small number of
parameters [113].

The advantage of having introduced a master formula is that the resummation of the
observable can be performed entirely automatically. The master formula and applica-
bility conditions are encoded in a computer program (CAESAR, Computer Automated
Expert Semi-Analytical Resummer), which given only the observable’s definition in the
form of a computer routine, returns the observable’s distribution Σ(v) at NLL accuracy
(where possible). More details can be found in Refs. [96, 113].

Various other recent developments should be mentioned. In Ref. [119] the formalism
for threshold resummation was extended, at NLL accuracy, beyond 2 → 2 kinematics to
an arbitrary number of partons involved in the hard scattering.

An important new classes of logarithms, so-called non-global logarithms, entering at
the NLL level, were identified [120] in observables that are defined to be sensitive to
only radiation in only parts of phase space.

Finally, a Lagrangian for near-elastic dynamics, Soft-Collinear Effective Theory, was
formulated [121], and has been used to good effect, mostly in the context of B-decays.

CONCLUSIONS

Even though this review of finite order and resummed predictions for hadron collider
observables has been brief, and even though we have merely touched upon many devel-
opments enabling more accurate predictions, we hope the reader is left with the impres-
sion that much has already been achieved, and that much more progress is in the offing.
We can look forward to an interesting and, with luck, fruitful confrontation of precision
measurements with precision predictions at hadron colliders.

ACKNOWLEDGMENTS

I would like to thank the organizers for their invitation to speak. This work is supported
by the Foundation for Fundamental Research of Matter (FOM) and the National Orga-
nization for Scientific Research (NWO).

REFERENCES

1. Dawson, S., these proceedings (2004).
2. Mangano, M. L., hep-ph/0411020 (2004).
3. Mangano, M. L., these proceedings (2004).
4. Cacciari, M., Greco, M., and Nason, P., JHEP, 05, 007 (1998).
5. Cacciari, M., and Nason, P., Phys. Rev. Lett., 89, 122003 (2002).
6. Cacciari, M., and Greco, M., Nucl. Phys., B421, 530–544 (1994).

63

Downloaded 03 Sep 2010 to 143.107.132.71. Redistribution subject to AIP license or copyright; see http://proceedings.aip.org/about/rights_permissions



7. Mangano, M. L., hep-ph/9711337 (1997).
8. Catani, S., Krauss, F., Kuhn, R., and Webber, B. R., JHEP, 11, 063 (2001).
9. Witten, E., hep-th/0312171 (2003).
10. Cachazo, F., Svrcek, P., and Witten, E., JHEP, 09, 006 (2004).
11. Parke, S. J., and Taylor, T. R., Phys. Rev. Lett., 56, 2459 (1986).
12. Maltoni, F., and Stelzer, T., JHEP, 02, 027 (2003).
13. Stelzer, T., and Long, W. F., Comput. Phys. Commun., 81, 357–371 (1994).
14. Fujimoto, J., et al., Comput. Phys. Commun., 153, 106–134 (2003).
15. Pukhov, A., et al., hep-ph/9908288 (1999).
16. Berends, F. A., and Giele, W. T., Nucl. Phys., B306, 759 (1988).
17. Caravaglios, F., Mangano, M. L., Moretti, M., and Pittau, R., Nucl. Phys., B539, 215 (1999).
18. Mangano, M. L., Moretti, M., Piccinini, F., Pittau, R., and Polosa, A. D., JHEP, 07, 001 (2003).
19. Draggiotis, P. D., Kleiss, R. H. P., and Papadopoulos, C. G., Eur. Phys. J., C24, 447–458 (2002).
20. Dobbs, M. A., et al., hep-ph/0403045 (2004).
21. Fabricius, K., Schmitt, I., Kramer, G., and Schierholz, G., Zeit. Phys., C11, 315 (1981).
22. Baer, H., Ohnemus, J., and Owens, J. F., Phys. Rev., D40, 2844 (1989).
23. Harris, B. W., and Owens, J. F. (2001).
24. Giele, W. T., and Glover, E. W. N., Phys. Rev., D46, 1980–2010 (1992).
25. Giele, W. T., Glover, E. W. N., and Kosower, D. A., Nucl. Phys., B403, 633–670 (1993).
26. Keller, S., and Laenen, E., Phys. Rev., D59, 114004 (1999).
27. Kilgore, W. B., and Giele, W. T., Phys. Rev., D55, 7183–7190 (1997).
28. Eynck, T. O., Laenen, E., Phaf, L., and Weinzierl, S., Eur. Phys. J., C23, 259–266 (2002).
29. Ellis, R. K., Ross, D. A., and Terrano, A. E., Nucl. Phys., B178, 421 (1981).
30. Frixione, S., Kunszt, Z., and Signer, A., Nucl. Phys., B467, 399–442 (1996).
31. Catani, S., and Seymour, M. H., Nucl. Phys., B485, 291–419 (1997).
32. Binoth, T., Guillet, J. P., and Heinrich, G., Nucl. Phys., B572, 361–386 (2000).
33. Dittmaier, S., Nucl. Phys., B675, 447–466 (2003).
34. Giele, W. T., and Glover, E. W. N., JHEP, 04, 029 (2004).
35. Campbell, J., and Ellis, R. K. E. (2004).
36. Kramer, M., Nucl. Phys., B459, 3–50 (1996).
37. Maltoni, F., Mangano, M. L., and Petrelli, A., Nucl. Phys., B519, 361–393 (1998).
38. Bodwin, G. T., Braaten, E., and Lepage, G. P., Phys. Rev., D51, 1125–1171 (1995).
39. Aivazis, M. A. G., Collins, J. C., Olness, F. I., and Tung, W.-K., Phys. Rev., D50, 3102–3118 (1994).
40. Aivazis, M. A. G., Olness, F. I., and Tung, W.-K., Phys. Rev., D50, 3085–3101 (1994).
41. Chuvakin, A., Smith, J., and van Neerven, W. L. (1999).
42. Kretzer, S., and Schienbein, I., Phys. Rev., D58, 094035 (1998).
43. Tung, W.-K., Kretzer, S., and Schmidt, C., J. Phys., G28, 983–996 (2002).
44. Collins, J. C., Phys. Rev., D58, 094002 (1998).
45. Frixione, S., these proceedings (2004).
46. Frixione, S., and Webber, B. R., JHEP, 06, 029 (2002).
47. Frixione, S., Nason, P., and Webber, B. R., JHEP, 08, 007 (2003).
48. Glover, E. W. N., Nucl. Phys. Proc. Suppl., 116, 3–7 (2003).
49. Hamberg, R., van Neerven, W. L., and Matsuura, T., Nucl. Phys., B359, 343–405 (1991).
50. van Neerven, W. L., and Zijlstra, E. B., Nucl. Phys., B382, 11–62 (1992).
51. Ravindran, V., Smith, J., and van Neerven, W. L., Nucl. Phys., B682, 421–456 (2004).
52. Zijlstra, E. B., and van Neerven, W. L., Nucl. Phys., B383, 525–574 (1992).
53. Zijlstra, E. B., and van Neerven, W. L., Phys. Lett., B297, 377–384 (1992).
54. Zijlstra, E. B., and van Neerven, W. L., Nucl. Phys., B417, 61–100 (1994).
55. Moch, S., and Vermaseren, J. A. M., Nucl. Phys., B573, 853–907 (2000).
56. Harlander, R. V., and Kilgore, W. B., Phys. Rev. Lett., 88, 201801 (2002).
57. Anastasiou, C., and Melnikov, K., Nucl. Phys., B646, 220–256 (2002).
58. Ravindran, V., Smith, J., and van Neerven, W. L., Nucl. Phys., B665, 325–366 (2003).
59. Anastasiou, C., Dixon, L., Melnikov, K., and Petriello, F., Phys. Rev., D69, 094008 (2004).
60. Anastasiou, C., Melnikov, K., and Petriello, F., hep-ph/0409088 (2004).
61. Moch, S., Vermaseren, J. A. M., and Vogt, A., Nucl. Phys., B688, 101–134 (2004).
62. Vogt, A., Moch, S., and Vermaseren, J. A. M., Nucl. Phys., B691, 129–181 (2004).

64

Downloaded 03 Sep 2010 to 143.107.132.71. Redistribution subject to AIP license or copyright; see http://proceedings.aip.org/about/rights_permissions



63. Vermaseren, J. A. M., math-ph/0010025 (2000).
64. Larin, S. A., van Ritbergen, T., and Vermaseren, J. A. M., Nucl. Phys., B438, 278–306 (1995).
65. Larin, S. A., Nogueira, P., van Ritbergen, T., and Vermaseren, J. A. M., Nucl. Phys., B492, 338–378

(1997).
66. Retey, A., and Vermaseren, J. A. M., Nucl. Phys., B604, 281–311 (2001).
67. Tarasov, O. V., Vladimirov, A. A., and Zharkov, A. Y., Phys. Lett., B93, 429–432 (1980).
68. Larin, S. A., and Vermaseren, J. A. M., Phys. Lett., B303, 334–336 (1993).
69. Buza, M., Matiounine, Y., Smith, J., and van Neerven, W. L., Eur. Phys. J., C1, 301–320 (1998).
70. Bernreuther, W., and Wetzel, W., Nucl. Phys., B197, 228 (1982).
71. Chetyrkin, K. G., Kniehl, B. A., and Steinhauser, M., Phys. Rev. Lett., 79, 2184–2187 (1997).
72. Smirnov, V. A., Phys. Lett., B460, 397–404 (1999).
73. Tausk, J. B., Phys. Lett., B469, 225–234 (1999).
74. van Ritbergen, T., Vermaseren, J. A. M., and Larin, S. A., Phys. Lett., B400, 379–384 (1997).
75. Moch, S., Vermaseren, J. A. M., and Vogt, A. (2004).
76. Sterman, G., Nucl. Phys., B281, 310 (1987).
77. Catani, S., and Trentadue, L., Nucl. Phys., B327, 323 (1989).
78. Parisi, G., and Petronzio, R., Nucl. Phys., B154, 427 (1979).
79. Dokshitzer, Y. L., Diakonov, D., and Troian, S. I., Phys. Rept., 58, 269–395 (1980).
80. Collins, J. C., Soper, D. E., and Sterman, G., Nucl. Phys., B250, 199 (1985).
81. Dokshitzer, Y. L., Diakonov, D., and Troian, S. I., Phys. Lett., B79, 269–272 (1978).
82. Kulesza, A., Sterman, G., and Vogelsang, W., Phys. Rev., D69, 014012 (2004).
83. Kulesza, A., Sterman, G., and Vogelsang, W., Phys. Rev., D66, 014011 (2002).
84. Vogt, A., Phys. Lett., B497, 228–234 (2001).
85. Catani, S., Mangano, M. L., Nason, P., and Trentadue, L., Nucl. Phys., B478, 273–310 (1996).
86. Dawson, S., Nucl. Phys., B359, 283–300 (1991).
87. Djouadi, A., Spira, M., and Zerwas, P. M., Phys. Lett., B264, 440–446 (1991).
88. Spira, M., Djouadi, A., Graudenz, D., and Zerwas, P. M., Nucl. Phys., B453, 17–82 (1995).
89. Kramer, M., Laenen, E., and Spira, M., Nucl. Phys., B511, 523 (1998).
90. Catani, S., de Florian, D., Grazzini, M., and Nason, P., JHEP, 07, 028 (2003).
91. Sterman, G., and Vogelsang, W., hep-ph/0002132 (2000).
92. Berger, E., and Qiu, J., Phys. Rev., D67, 034026 (2003).
93. Bozzi, G., Catani, S., de Florian, D., and Grazzini, M., Phys. Lett., B564, 65–72 (2003).
94. Balazs, C., and Yuan, C. P., Phys. Rev., D56, 5558–5583 (1997).
95. Balazs, C., and Yuan, C. P., Phys. Lett., B478, 192–198 (2000).
96. Dobbs, M., et al., hep-ph/0403100 (2004).
97. Sjostrand, T., Lonnblad, L., Mrenna, S., and Skands, P. (2003).
98. Corcella, G., et al., hep-ph/0210213 (2002).
99. Balazs, C., Huston, J., and Puljak, I., Phys. Rev., D63, 014021 (2001).
100. Laenen, E., Sterman, G., and Vogelsang, W., Phys. Rev. Lett., 84, 4296 (2000).
101. Laenen, E., Smith, J., and van Neerven, W. L., Phys. Lett., B321, 254–258 (1994).
102. Berger, E. L., and Contopanagos, H., Phys. Rev., D54, 3085–3113 (1996).
103. Kidonakis, N., and Sterman, G., Nucl. Phys., B505, 321 (1997).
104. Kidonakis, N., and Sterman, G., Phys. Lett., B387, 867–874 (1996).
105. Bonciani, R., Catani, S., Mangano, M. L., and Nason, P., Nucl. Phys., B529, 424 (1998).
106. Cacciari, M., Frixione, S., Mangano, M. L., Nason, P., and Ridolfi, G., JHEP, 04, 068 (2004).
107. Laenen, E., Oderda, G., and Sterman, G., Phys. Lett., B438, 173–183 (1998).
108. Kidonakis, N., Laenen, E., Moch, S., and Vogt, R., Phys. Rev., D64, 114001 (2001).
109. Kidonakis, N., and Vogt, R., Eur. Phys. J., C36, 201–213 (2004).
110. Parisi, G., Phys. Lett., B90, 295 (1980).
111. Eynck, T. O., Laenen, E., and Magnea, L., JHEP, 06, 057 (2003).
112. Magnea, L., and Sterman, G., Phys. Rev., D42, 4222–4227 (1990).
113. Banfi, A., Salam, G. P., and Zanderighi, G., Phys. Lett., B584, 298–305 (2004).
114. Bethke, S., J. Phys., G26, R27 (2000).
115. Jones, R. W. L., Ford, M., Salam, G. P., Stenzel, H., and Wicke, D., JHEP, 12, 007 (2003).
116. Kluth, S., Movilla Fernandez, P. A., Bethke, S., Pahl, C., and Pfeifenschneider, P., Eur. Phys. J.,

C21, 199–210 (2001).

65

Downloaded 03 Sep 2010 to 143.107.132.71. Redistribution subject to AIP license or copyright; see http://proceedings.aip.org/about/rights_permissions



117. Dasgupta, M., and Salam, G. P., J. Phys., G30, R143 (2004).
118. Catani, S., Trentadue, L., Turnock, G., and Webber, B. R., Nucl. Phys., B407, 3–42 (1993).
119. Bonciani, R., Catani, S., Mangano, M. L., and Nason, P., Phys. Lett., B575, 268–278 (2003).
120. Dasgupta, M., and Salam, G. P., Phys. Lett., B512, 323–330 (2001).
121. Bauer, C. W., Fleming, S., Pirjol, D., and Stewart, I. W., Phys. Rev., D63, 114020 (2001).

66

Downloaded 03 Sep 2010 to 143.107.132.71. Redistribution subject to AIP license or copyright; see http://proceedings.aip.org/about/rights_permissions


	copyright: 


